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Digital Edition Chapter

software developers in digital health and those that advise them 
in anticipating, preparing for, and responding to this potentially 
rapidly changing liability landscape.

Digital Health: FDA Regulation of Medical 
Devices Including Software
Software has been used in medical devices since at least the 
1960s.  Devices containing both hardware and software compo-
nents, such as MRI systems, required FDA to review not only 
the hardware components of the device, but also its software.  
In 1989, FDA issued its first draft policy on how it planned to 
regulate computer-based or software-based devices.  As the use 
of computer and software devices grew and the types of devices 
became more complex, however, FDA determined that the draft 
policy had become obsolete and withdrew it in 2005.  Since then, 
FDA has issued several guidance documents to aid manufac-
turers in the design, development, marketing, and servicing of 
safe and effective software devices.

The current framework for determining whether and how 
software used for medical purposes is considered a medical 
device, subject to FDA regulation, is complex.  The Food Drug 
and Cosmetic Act (“FDCA”) defines a device as “an instrument, 
apparatus, implement, machine, contrivance, implant, in vitro 
reagent, or other similar or related article, including any compo-
nent, part, or accessory” intended to prevent, diagnose, mitigate, 
treat, or cure a disease without achieving its intended purpose 
through chemical action.4  This definition excludes drugs and 
biologic agents, such as vaccines, but includes a full range of 
products, from a simple tongue depressor to AI-based devices 
used to alert providers of a potential stroke in patients.  In 2016, 
Congress amended the definition of device to exclude certain 
types of software, including those intended to display, store, 
transfer, or convert formats of medical device data and results.  
Software intended to maintain or encourage a healthy lifestyle 
that are unrelated to the prevention, diagnosis, mitigation, treat-
ment, and cure of a disease or condition are also excluded.5

FDA has provided details about the types of software that 
meet the definition of device.6  Generally speaking, FDA 
considers software intended to diagnose, prevent, mitigate, treat, 
or cure a disease, or one intended to affect the structure of the 
human body, as meeting the definition of device.7  Examples 
include software that can detect and diagnose a stroke in patients 
by analysing MRI images and software that can process images 
to aid in the detection of breast cancer.  Certain medical mobile 
applications, such as apps designed to measure a patient’s glucose 
level, are also classified as medical devices subject to FDA regula-
tion.  It is important to note that when determining whether soft-
ware or a mobile app meets the definition of device, the focus is 

Introduction
There is a somewhat old saw in product liability law that “law 
lags science; it does not lead it.”1  In the rapidly changing field 
of digital health, including the increasing use of software in a 
wide range of medical devices, law definitely lags science.  While 
the United States Food and Drug Administration (“FDA”) 
has issued a range of guidance documents intended to help fit 
digital health and software within the larger regulatory scheme 
for medical devices, technological advances, including artifi-
cial intelligence (“AI”), are setting a brutal pace – with product 
liability law changing at a comparatively glacial pace.  The 
resulting gap is creating an exponential increase in technical, 
legal, and regulatory debt – some of which will most likely end 
up rooted in novel product liability concerns.  

At its core, product liability law applies to products and soft-
ware has generally been considered a service or intangible, 
not a product.2  One consequence has been that companies 
that develop and sell software to the public, or companies 
that use software in a product that is sold to the public, have 
managed their possible liability for injuries or loss primarily 
through contractual provisions.  Software is typically licensed 
(rarely sold) and under particular terms that include limit or 
cap liability, disclaim most, if not all, warranties, prevent third 
party beneficiaries, and contain aggressive force majeure provi-
sions in efforts that have mostly shielded software developers 
from liability arising out of or relating to the performance (or 
non-performance) of their code.

Further, software is increasingly distributed and licensed in 
a form that does not represent its final version and often the 
purveyors expressly disclaim that they are not selling software 
at all but rather providing access to a “service.”  Software is 
often updated and changed during its lifecycle and the ability 
to license and distribute non-finalised programming allows 
for software developers to take on “technical debt.”  Tech-
nical debt refers to a practice of prioritising delivery of a soft-
ware program or feature as quickly as possible instead of as 
perfectly as possible.3  When developing software for digital 
health companies or for use in or as a medical device, the tech-
nical debt may compound into regulatory or legal risks as the 
relationship between product liability law and the law of soft-
ware licensing and development, as practised, seem increasingly 
at odds with software being recently recognised as a product by 
more than one court, including in connection with electronic 
health records software.

Because of the significance of these issues, we seek to explain 
the basics of product liability law, FDA’s regulation of medical 
devices, and recent legal developments in the context of tradi-
tional software development and risk allocation.  We aim to aid 
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FDA’s recent guidance illustrates the role software increas-
ingly plays in digital health and determinations regarding 
whether a medical product meets the definition of device and/
or is subject to FDA regulation.  The guidance does not demon-
strate a specific concern by FDA to protect personal data 
collected, analysed, and stored by the software, but rather to 
ensure no physical harm will be done to patients because of soft-
ware malfunctions.14  This is demonstrated by the lack of regu-
lation for software focused only on recording or tracking health 
information, providing access to patient health information, 
or transferring health information from one healthcare prof- 
essional to another, among other functions.

Product Liability

Historically

Devices
Traditional United States (“U.S.”) product liability law, including 
as it applies to medical devices, can be hard to reconcile with 
existing legal models for software licensing and emerging AI and 
machine learning developments.  First of all, unlike in the Euro-
pean Union or other parts of the world, there is no single source 
of U.S. authority that can be consulted to determine the law.  
Each state has its own law on product liability.  Some have fairly 
comprehensive Product Liability Acts, but most have law shaped 
by the decisions of mostly state appellate courts that address the 
issues before them.  Federal court decisions predicting state law 
consistent with Erie Railroad Co. v. Tompkins,15 may be persua-
sive or they may be rejected by a subsequent state appellate court 
decision or legislative act.  There may be issues addressed defin-
itively by most states, but not at all by others.  The resulting 
patchwork makes it difficult to characterise what “the law” is on 
a number of product liability issues.  Even the Restatements of 
Torts have limited authority, do not address all product liability 
issues, and are updated infrequently.

Generally speaking, subject to variability in the defences avail-
able because of the regulatory status of the device and state law 
at issue, product liability for medical devices has largely resem-
bled product liability law for other products.  Liability for medical 
devices is most often predicated on an inadequacy in the disclo-
sure of the device’s risks, an issue with the device’s design that 
makes it unduly risky, or a deviation from specifications in the 
manufacture of the particular device used by or implanted in the 
plaintiff.16  A warnings claim requires proof that an adequate 
warning would have changed the outcome in the case, as by 
making the prescribing physician choose a different device that 
would not have produced the same outcome.  A design claim 
often requires proof that the design was unreasonable in compar-
ison to the alternative designs and knowledge at the time and that 
a device with an adequate design (i.e., without the alleged design 
defect) would have avoided the plaintiff’s injuries.  A manufac-
turing claim requires proof that the particular device caused harm 
to the plaintiff because it deviated from how it was supposed to 
be when it left the manufacturer’s control.  Each of these liability 
theories requires proof that the device caused the plaintiff’s inju-
ries and alleged damages.  These theories do not make a manu-
facturer an insurer of all harms caused by its products, but require 
some showing of unreasonable conduct by the manufacturer or 
unreasonable risks attendant to the design of its product.

Three of the most significant issues determining the poten-
tial liability for a medical device manufacturer are whether the 
device requires a prescription, the device’s regulatory status, and 
whether the applicable state law imposes duties beyond those 

on the software’s function, not its platform.  Software intended 
to interpret EKG waveforms to detect heart function irregular-
ities, for example, meets the definition of device, regardless of 
whether it runs on an EKG machine or mobile app.8

Despite the fundamental differences between hardware 
devices and software devices, FDA has not instituted a specific 
approach for regulating software devices outside of its normal 
review process based on their risk classification.  Class I devices, 
such as software that solely displays readings from a contin-
uous glucose monitor, are considered low-risk and are subject 
to the lowest degree of regulation.  Class II devices are those of 
moderate risk, and may include software that analyses medical 
images, such as mammograms.  Most Class II devices require 
FDA clearance of a 510(k) premarket submission before they 
can be marketed.  Alternatively, for novel medical devices that 
are low-to-moderate risk, manufacturers may submit a De Novo 
request for FDA to classify its device as Class I or Class II.  
Class III devices, such as an implantable defibrillator, pose the 
greatest risk to patients and are subject to the greatest degree 
of regulatory oversight.  Such devices must obtain premarket 
approval (“PMA”) from FDA before they can be marketed.  For 
all classes of devices, FDA’s review process focuses on safety 
and efficacy.  FDA does not evaluate premarket submissions 
with an eye toward issues related to privacy and security, unless 
those considerations pose a potential risk to patient safety.

With the increased risk of cyber vulnerabilities inherent in 
software devices, cybersecurity has become a critical focus of 
FDA.  FDA’s concerns about cybersecurity relate to the impact 
cybersecurity threats pose to device functionality and patient 
safety, not privacy.  FDA expects device manufacturers to 
identify cybersecurity vulnerabilities that increase the poten-
tial risk of patient harm and put mitigations in place, such as 
limiting unauthorised access to device software and using 
design approaches that will maintain the device’s functionality, 
even after its security has been breached.9  Manufacturers are 
expected to manage cybersecurity risks throughout the device’s 
lifecycle by, for example, issuing regular software updates and 
patches and reporting to FDA any suspected cyber attack that 
impacted the device’s performance.  Information concerning 
how a manufacturer has addressed cybersecurity risks and 
how it intends to monitor and manage those risks throughout 
a device’s lifecycle is a critical component of a PMA and 510(k) 
for medical device software.10 

As healthcare continues to become more digital, the prevalence 
of devices reliant on software continues to grow.  Modern-day 
devices are increasingly connected and rely on data analysis from 
many sources and over time to perform their functions.  Ranging 
from smart watches tracking your steps, heart rate, and oxygen 
levels, to insulin pumps automatically managing an individual’s 
blood sugar levels, devices use software to collect and use data.  
However, as demonstrated in recent guidance regarding Device 
Software Functions and Mobile Medical Applications, FDA has 
been careful to not imply that all software utilised for medical 
purposes satisfies the definition of device or will be subject to 
its regulatory authority.  Some of the software functions FDA 
has announced it considers to be a device, subject to its regula-
tory authority, include:
■	 functions that control or analyse data from the device;11

■	 functions that transform a mobile platform into a regu-
lated medical device by using attachments, display screens, 
or sensors;12 and

■	 functions that perform patient-specific analysis and 
provide specific outputs or directives for use in the diag-
nosis, treatment, mitigation, cure, or prevention of a 
disease or condition.13
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described above.  The first issue is typically referred to as the 
“learned intermediary doctrine,” which means that the duty 
of the manufacturer of a prescription device or other medical 
product runs to the physician who prescribes it, not the patient 
or general public.  There is widespread near-national acceptance 
of the learned intermediary doctrine for prescription medical 
devices.  This makes sense not just because prescription medical 
devices cannot be obtained legally without a prescription, but 
because FDA requires specific physician-facing labeling for 
prescription medical devices.  Moreover, a manufacturer would 
rarely have a practical ability to ensure that any patient-facing 
labeling was seen by a patient before the prescription/implant/
use of the device.

As discussed above, FDA’s risk-classification system divides 
devices into three classes based on FDA’s assessment of risk.  
This system not only affects the required route to market, but 
the availability of preemption pursuant to the Supremacy Clause 
in the U.S. Constitution.  The Medical Device Amendments of 
1976 (“MDA”) include an express provision for preemption of 
state law claims that are “different from, or in addition to” a 
federal requirement that relates “to the safety or effective-
ness” of a medical device.17  Since the U.S. Supreme Court deci-
sion in Riegel v. Medtronic, Inc.,18 most warnings and design claims 
against FDA-approved Class III devices are preempted and thus 
not viable.19  This is not the case with regard to Class I or Class II 
devices, which have more limited preemption defences available.  
Medtronic, Inc. v. Lohr,20 focused on the regulatory requirements 
of a device cleared before the Safe Medical Device Act of 1990, 
but has had a lasting impact on preemption for a wider range of 
Class II devices.  Implied preemption under Buckman Co. v. Plain-
tiffs Legal Committee,21 for claims predicated on violating FDA 
requirements, applies across classes of devices; however, treat-
ment varies greatly from case to case.  Even without preemp-
tion, evidence that a device was compliant with the terms of its 
market authorisation and that the manufacturer complied with 
all of its obligations can be powerful evidence.

Because of the power of express preemption for Class III 
devices, some judges have created new duties to impose liability 
on device manufacturers that are not “different from or in addi-
tion to” the requirements imposed by FDA approval.  The path 
is narrow for these purported “parallel claims” because of the 
interplay with Buckman’s requirement that liability not be predi-
cated on a violation of a federal requirement.  The result is that 
some courts have found that what might otherwise seem are 
purely federal requirements, like reporting adverse events to 
FDA, are also independent requirements of state law.  There is 
wide variation between and within states on the endorsement of 
novel parallel claims to impose liability on manufacturers.

Some issues relevant to liability for software have less state 
variability.  In general, consistent with the requirement that the 
product was not changed after leaving a manufacturer’s control 
to impose liability on the manufacturer, product liability gener-
ally does not apply to another entity that merely distributed or 
re-sold the product.22  In terms of a prescription medical device, 
the company that designed, manufactured, and sold the device 
into commerce may be liable under the theories discussed above, 
but the hospital that purchased it and charged a patient for its 
use will not be, absent an alteration of the device.  Similarly, enti-
ties involved with the design or manufacture of the device before 
it leaves the manufacturer’s control, like the manufacturer of a 
component, will not be liable under product liability principles.

Additionally, courts rarely allow an inference of a “malfunc-
tion” to suffice.  It may be easy to assume that any medical 
complication in the anatomic vicinity of a device is due to some 
device failure.  The concept of res ipsa loquitur allows a similar 
inference of negligence in circumstances where the defendant 

has sole control of the alleged instrument of injury and the 
injury/accident would not be expected otherwise, such as, 
where a sponge is found in the abdomen after a surgery, it can 
inferred that a negligent act or omission by the surgeon or staff 
in the operating suite left it there.  For product liability claims 
regarding a medical device, however, a doctor’s or patient’s use 
of the device is not within the manufacturer’s sole control and 
the injuries at issue are typically not something that occur only 
when the device fails.  As such, a “malfunction” is not assumed 
even when some injury follows the use of a medical device.

Moreover, while the consideration of causation in medical 
device product liability cases can be involved, the plaintiff must 
typically connect a tangible physical injury to the device to 
recover any damages, including for mental anguish or economic 
loss.  Asymptomatic injuries, fear of a possible injury, or the 
need for medical screening or possible future medical interven-
tion are typically not compensable.  Similarly, care occasioned 
by the recall of a device because of a potential risk of injury 
typically will not give rise to liability absent the device actually 
causing that injury in the plaintiff.

With this background in mind, there are a number of areas 
where the application of traditional U.S. product liability 
principles could differ with patient-facing digital health and 
software-driven medical devices.  This is particularly so because 
software is often updated over time as weaknesses or issues 
become known or areas for potential improvement are iden-
tified.  In today’s wireless world, the ability to issue software 
updates and patches is largely expected23 and whether and how 
affirmative consent and additional licensing provisions may 
apply represent on-going issues for many software developers.

The role of updates for patient-facing software-driven 
medical devices greatly complicates the product liability and 
risk-prevention analysis.  For instance, a defect in design or 
manufacture is typically measured at the time that the product 
left the manufacturer’s control.  If a manufacturer can update 
software post-sale on its own, then has the product ever left its 
control?  Does the design of a software-driven product become 
defective at the point updates become available to address 
a safety issue, but the updates are not made to the plaintiff’s 
particular product for one reason or another?  In most states, 
the duty to warn of risks is also measured as of the time of 
the sale of the product, with a minority of states recognising 
a post-sale duty to warn under special circumstances.  This 
makes sense for prescription medical devices, like most prod-
ucts.  The manufacturer can provide warnings with its device, 
but will typically have no mechanism to warn the prescribing 
physician, subsequent health care providers, and/or the patient 
(whose identity will almost always be unknown to the manu-
facturer) of subsequently attained information relevant to the 
device’s risks.  Again, this works differently with digital health 
and software-driven devices, where the relationship with the 
end-user may often continue post-sale and the ability to update 
software may go hand-in-hand with the ability to notify an 
end-user of a post-sale issue.  While these issues are not unique 
to digital health applications of software, the consequences 
may be more severe and the responsibility for “users” to patch 
and update the software, therefore, may be much more legally 
complicated.  Moreover, even though devices may only be avail-
able by prescription, the learned intermediary doctrine may not 
apply in some cases where the level of direct and/or continuing 
interaction between the manufacturer and patient undercuts the 
rationale for the doctrine.  When the doctrine does not apply, 
the duty to warn runs to the plaintiff/patient directly, which 
increases the risk of product liability exposure.

Preemption of design or warnings claims involving Class III 
medical devices could also operate differently for software-driven 
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because it is typically produced for a specific purpose to satisfy 
the terms of a contract, or is mass produced and licensed out 
to each user to utilise for their designated purpose.28  Conse-
quently, courts typically treat software companies differently 
than device manufacturers by limiting their liability to contract-
based theories.29  

Software-related user licence agreements are intended by their 
providers to limit and manage risk, including to limit liability.  
It remains mostly settled law that checking a box or clicking a 
button or similar affirmative action can demonstrate assent to 
an agreement, provided the layout and language used is conspic-
uous and provides reasonable notice of such assent.30  Incor-
poration of documentation and acknowledgment of receipt 
and warnings with software are increasingly commonplace 
and many software developers take great pains to limit their 
liability by contract.  While courts use “shrink wrap” and “click 
wrap” terminology routinely in determining the existence of 
software-related contracts, the touchstone remains whether 
there is an offer, acceptance, consideration, and legality.  Each 
of these elements is increasingly being contested in litigation and 
by regulators such as the Federal Trade Commission.

The concept of software liability being governed primarily by 
contract law is a routine fixture of liability allocation for soft-
ware developers.  Plaintiffs seldom recover on tort claims, with 
courts tending to conclude that the developer’s liability begins 
and ends with the licence.  Murray v. ILG Techs., LLC, demon-
strates how contract law, not tort law, represents the primary 
theory used to recover software-related damages.31  In Murray, 
the plaintiffs alleged damages arising from a bar-exam grading 
software that erroneously failed a portion of students.  The 
district court dismissed the plaintiffs’ product liability claim 
summarily but allowed the contract claim to proceed.32 

Product liability trends

The issue of potential product liability for software has been 
the subject of discussion for some time.  As set out above, in 
1998, while defining a “product” for purposes of strict product 
liability as a tangible thing, the discussion accompanying the 
Restatement (Third) of Torts suggested that software, at least 
mass-marketed rather than ad hoc software, might be considered 
a product.  This speculation was based on shaky ground, as the 
Ninth Circuit case it cited actually “declin[ed] to expand prod-
ucts liability law to embrace the ideas and expression” found in 
a book.33  Over the next two decades, the treatment of software 
in product liability law did not change much.34  “Courts have yet 
to extend products liability theories to bad software, computer 
viruses, or websites with inadequate security or defective 
design.”35  The few contrary rulings did not establish a trend, 
except perhaps in Louisiana.  Starting with a ruling from the 
Louisiana Supreme Court that computer software was “corpo-
real property” for purposes of taxation,36 two federal courts 
later found software to be a product under the unusual “corpo-
real moveable” definition in the Louisiana Product Liability 
Act.37  In addition, an intermediate appellate court in California 
ruled in 2014 that the company that supplied publishing soft-
ware to a pharmacy could possibly be subject to product liability 
for an incomplete drug monograph.38

In the last few years, however, the frequency of rulings on 
this issue has increased and it may be just a matter of time until 
software is subject to product liability.  In Rodgers v. Christie,39 the 
Third Circuit considered the question in a fairly unusual case of 
a homicide being blamed on an issue with AI software that ran 
the New Jersey Public Safety Assessment (“PSA”) system used 
in connection with pretrial services for criminal matters.  It held 

devices.  For express preemption under the MDA to apply, the 
plaintiff’s theory of liability must be “different than or in addi-
tion to” the federal requirements imposed in connection with 
PMA approval.  In the case of a device with software that will 
be updated over time or where the device utilises AI or machine 
learning, some courts may doubt that the device at the time of the 
alleged injury was the same as what FDA had approved.  In an 
arguably analogous situation, the off-label use of FDA-approved 
Class III devices has generally not defeated preemption of design 
and warnings claims that would otherwise exist.24

Given that product liability law has generally not applied 
to software, any imposition of product liability would entail 
making new state law.  The dynamic described above in terms 
of purported parallel claims for Class III medical devices would 
likely apply with devices utilising software, machine learning, or 
AI.  As noted above, most states do not impose post-sale duties 
to warn and, when they do, require there to be new informa-
tion on the risk of the product, so any liability for when and how 
post-sale software updates are rolled out would require signifi-
cant expansion.  Similarly, detailed requirements for PMA are 
unlikely to have true parallels in duties imposed by state tort law.

Lawsuits over injuries allegedly due to a failure of software 
in a medical device might also name entities that contracted 
with the device manufacturer to develop or update that soft-
ware.  A parallel may be seen in the history of suing manufac-
turers of raw materials and component parts used in connection 
with the manufacture of breast implants and other implantable 
devices.  This led to the enactment of the federal Biomaterials 
Access Assurance Act of 1998, as it was considered to be a matter 
of “national interest” to protect suppliers of raw materials and 
components against litigation25 “to safeguard the availability of a 
wide variety of lifesaving and life-enhancing medical devices.”26  
Should large-scale litigation commence against entities that 
design or maintain software used in medical devices, similar 
logic could be used to support federal limitations on liability.

Depending on whether software used in a medical device can 
be adjusted or personalised by the user or prescribing healthcare 
provider, the malfunction theory of liability could have more 
traction than with other devices.  If software fails to perform 
as expected and there is no ability for it to be altered by anyone 
other than the manufacturer or its agents, then criteria for appli-
cation of malfunction or res ipsa loquitur could apply.  Given most 
software developers routinely seek to disclaim that their software 
can or will function, including for any particular purpose, this 
risk should be of keen interest to developers and their advisers.

The typical requirement of a tangible physical injury could 
also be loosened in product liability litigation over software or 
software-driven medical devices.  Even setting aside poten-
tial liability for alleged privacy, which does not require physical 
injury, the nature of many possible software issues with devices 
could increase the propensity for claims of liability for fear of 
injury or increased risk of injury.  For example, a false reading on 
a device that monitors heart rhythm or blood sugar could cause 
a patient to be concerned about the risk of a particular health 
outcome or to seek medical care because of the misperception of 
risk.  Other software-related glitches with medical devices could 
lead to subclinical alterations in medication administration or 
cardiac stimulation.  A software issue across a number of devices 
at the same time could give rise to a class action asserting product 
liability claims even without tangible physical injuries in the puta-
tive class members.

Software
The Restatement (Third) of Torts defines product as “tangible 
personal property.”27  Courts across the country have consist-
ently found that software does not qualify as tangible property 
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liability litigation” that focuses on parents’ allegations that their 
minor children suffered various harms due to a number of social 
media platforms.  The U.S. Judicial Panel on Multidistrict Liti-
gation characterised the common allegations against the social 
media platforms being “defective because they are designed 
to maximize user screen time, which can encourage addictive 
behavior in adolescents.”52  Because of the nature of Multidis-
trict Litigation, claims implicating the laws of almost all of the 
states will be the subject of extensive litigation.53  This makes 
it highly likely that the issue of whether strict product liability 
applies to social media platforms, including the software that 
runs them, will be decided directly.  Those decisions, potentially 
modified on appellate review, will inevitably influence the legal 
playing field for potential claims relating to digital health and 
software-driven medical devices.

New practices of software companies who are 
manufacturers/sellers

As discussed above, software-development lifecycle best prac-
tices are likely to evolve further and familiarity with FDA’s risk 
classification schemes may be a useful starting point for many 
developers, regardless of whether their software is or may be 
a medical device.  Not only is it possible that companies that 
develop software for use in or as a medical device will be subject 
to specific additional requirements, but those that provide soft-
ware that may be used in digital health or as components in 
digital health products may find it desirable to take specific addi-
tional steps to manage the uncertainty of emerging risks in this 
area.  Greater disclosures regarding the software, specific testing 
and quality enhancements and improvements, very deliberate 
approaches to patching and update responsibility and support, 
and other thoughtful solutions may be helpful to software 
developers and those who support them.  It seems likely that 
standard-setting bodies and efforts, and additional prescriptive 
regulations may also come into play.  Not only has FDA noted 
that its authority in this area is limited and should be revisited,54 
but the agency’s reluctance to over-classify software used in 
devices as a “device” and the role of standards is already getting 
some attention.55  At the same time, in announcing its National 
Cybersecurity Strategy March 1, 2023, the Biden Administration 
stated that because “[s]oftware makers are able to leverage their 
market position to fully disclaim liability by contract” creating 
disincentives to use “secure-by-design principles or perform 
pre-release testing” the U.S. must “begin to shift liability onto 
those entities to take reasonable precautions.”56  Whether this 
policy will carry over into digital health and medical devices 
specifically remains to be seen.57  In any event, medical device 
companies, software developers who work with them, and those 
who assist each with managing and responding to liability risks 
will benefit from greater understanding of and monitoring this 
emerging area of the law.  
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